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TMC-554 Natural language Processing

Time Allowed 2.00 Hours Maximum Marks: 30
SECTION: A

Attempt all the questions.All questions carry equal marks.(2+2+2)
Q.1)Define conditional probablity and bayes thearem with example.
Q.2)Discuss Challenges with Natural Language Processing.

Q.3)Explain the role of “types and features” in sementic representation.

SECTION: B
Attempt all the questions.All questions carry equal marks.(6+6)

Q.1)Explain viterbi algorithm.Find the most likely tag sequence using viterbi algorithm.
Q.2)Write short notes on:(2+2+2)
1. Noun Phrases 2.Verb Phrases 3.Transitivity and Passives
SECTION: C
Attempt all the questions.All questions carry equal marks. (6+6)

Q.1)You have a corpus consisted of 500 sentences and have words in only four
categories: N, V, ART, and P, including 850 nouns, 300 verbs, 550 articles, and 305
prepositions for a total of 2005 words.For the sentence “flies like a flower”,calculate the
transition probablities using lexical probablities and HMM model.
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Define Natural language Processing and discuss the current issues and future scope of
NLP in the field of:

1. Social media.

2. Management.

Q.2) Given sentences:

1) “Humans are social animals and language is our primary tool to communicate”.




I1)" Natural Language Processing is the science of teaching machines how to understand
the language we humans speak and write".

(a) What will be the part-of-speech tags for each word in document? Clearly indicate your
PoS tag set. (1+1)

(b) What will be the content of document after “stop” word removal? (1+1)

(c) What will be the content of document after “stemming” each word in the document
after stop word removal? (1+1)




